
6.0.1.1   Chapter 6: Network Layer

Chapter 6: Network Layer

Network applications and 

services on one end device 

can communicate with 

applications and services 

running on another end 

device. How is this data 

communicated across the 

network in an efficient way?



6.0.1.2    Class Activity - The Road Less Traveled…



6.1.1.1  The Network Layer

The network layer, or OSI Layer 
3, provides services to allow 
end devices to exchange data 
across the network. To 
accomplish this end-to-end 
transport, the network layer 
uses four basic processes:

1. Addressing end devices -
2. Encapsulation
3. Routing
4. De-encapsulation



6.1.1.2 Network Layer Protocols

There are several network 
layer protocols in existence. 
However, only the following 
two are commonly 
implemented:

•Internet Protocol version 4 
(IPv4)
•Internet Protocol version 6 
(IPv6)



6.1.2.1 Encapsulating IP

IP encapsulates the 
transport layer segment 
by adding an IP header. 
This header is used to 
deliver the packet to the 
destination host. The IP 
header remains in place 
from the time the 
packet leaves the source 
host until it arrives at 
the destination host.



6.1.2.2 Characteristics of IP

IP was designed as a protocol with low overhead. It provides only the functions that are 
necessary to deliver a packet from a source to a destination over an interconnected system 
of networks.



6.1.2.3 IP - Connectionless



6.1.2.4 IP - Best Effort Delivery



6.1.2.5 IP - Media Independent

There is, however, one major 
characteristic of the media that the 
network layer considers: the 
maximum size of the PDU that 
each medium can transport. This 
characteristic is referred to as the 
maximum transmission unit 
(MTU). Part of the control 
communication between the data 
link layer and the network layer is 
the establishment of a maximum 
size for the packet. The data link 
layer passes the MTU value up to 
the network layer. The network 
layer then determines how large 
packets can be. 



6.1.2.6 Activity - IP Characteristics



6.1.3.1 IPv4 Packet Header

Version - identifies this as an IP version 4 
packet. 
Differentiated Services (DS) - Formerly called 
the Type of Service (ToS) field, the DS field is 
an 8-bit field used to determine the priority 
of each packet. 
Time-to-Live (TTL) - Contains an 8-bit binary 
value that is used to limit the lifetime of a 
packet. 
Protocol - This 8-bit binary value indicates 
the data payload type that the packet is 
carrying, which enables the network layer to 
pass the data to the appropriate upper-layer 
protocol. 
Source IP Address - Contains a 32-bit binary 
value that represents the source IP address
Destination IP Address - Contains a 32-bit 
binary value that represents the destination 
IP address



6.1.3.2 Video Demonstration - Sample IPv4 Headers in Wireshark



6.1.3.3 Activity - IPv4 Header Fields



6.1.4.1 Limitations of IPv4

1. IP address depletion -
2. Internet routing table expansion - A routing table is used by 

routers to make best path determinations. As the number of 
servers connected to the Internet increases, so too does the 
number of network routes. 

3. Lack of end-to-end connectivity - Network Address Translation 
(NAT) is a technology commonly implemented within IPv4 
networks. NAT provides a way for multiple devices to share a 
single public IPv4 address. However, because the public IPv4 
address is shared, the IPv4 address of an internal network host 
is hidden. This can be problematic for technologies that 
require end-to-end connectivity.



6.1.4.2 Introducing IPv6

Improvements that IPv6 provides 
include:
Increased address space - IPv6 
addresses are based on 128-bit 
hierarchical addressing as 
opposed to IPv4 with 32 bits. 
Improved packet handling - The 
IPv6 header has been simplified 
with fewer fields. 
Eliminates the need for NAT -
With such a large number of 
public IPv6 addresses, NAT 
between a private IPv4 address 
and a public IPv4 is not needed



6.1.4.3 Encapsulating IPv6



6.1.4.3 Encapsulating IPv6



6.1.4.4 IPv6 Packet Header 

Version - identifies this as an IP version 6 packet.
Traffic Class - to the IPv4 Differentiated Services (DS) 
field. 
Flow Label - packets with the same flow label receive 
the same type of handling by routers.
Payload Length - indicates the length of the data 
portion or payload. 
Next Header - indicates the data payload type that the 
packet is carrying, enabling the network layer to pass 
the data to the appropriate upper-layer protocol. 
Hop Limit - replaces the IPv4 TTL field. This value is 
decremented by a value of 1 by each router that 
forwards the packet. 
Source Address - This 128-bit field identifies the IPv6 
address of the sending host. 
Destination Address - This 128-bit field identifies the 
IPv6 address of the receiving host.



6.1.4.5 Video Demonstration - Sample IPv6 Headers and Wireshark



6.1.4.6 Activity - IPv6 Header Fields 



6.2.1.1 Host Forwarding Decision 

Itself - A host can ping itself by sending 
a packet to a special IPv4 address of 
127.0.0.1, which is referred to as the 
loopback interface. Pinging the loopback 
interface tests the TCP/IP protocol stack 
on the host. 
Local host - This is a host on the same 
local network as the sending host. The 
hosts share the same network address. 
Remote host - This is a host on a remote 
network. The hosts do not share the 
same network address. 



6.2.1.2 Default Gateway 



6.2.1.3 Using the Default Gateway 

11000000.10101000.00001010.00000001/24

128 64 32 16 8 4 2 1



6.2.1.4 Host Routing Tables 

Entering the netstat -r command or the 

equivalent route print command, displays 

three sections related to the current TCP/IP 

network connections:

 Interface List - Lists the Media Access 

Control (MAC) address and assigned 

interface number of every network-capable 

interface on the host, including Ethernet, 

Wi-Fi, and Bluetooth adapters.

 IPv4 Route Table - Lists all known IPv4 

routes, including direct connections, local 

network, and local default routes.

 IPv6 Route Table - Lists all known IPv6 

routes, including direct connections, local 

network, and local default routes.



6.2.2.1   Router Packet Forwarding Decision

The routing table of a router 

• Directly-connected routes - These routes 

come from the active router interfaces. Routers 

add a directly connected route when an 

interface is configured with an IP address and is 

activated. Each of the router's interfaces is 

connected to a different network segment. 

 Remote routes - come from remote networks 

connected to other routers. Routes to these 

networks can be manually configured on the 

local router by the network administrator or 

dynamically configured by enabling the local 

router to exchange routing information with 

other routers using a dynamic routing protocol.

 Default route – Like a host, routers also use a 

default route as a last resort if there is no other 

route to the desired network in the routing table. 



6.2.2.2   IPv4 Router Routing Table



6.2.2.3  Video Demonstration - Introducing the IPv4 Routing Table



6.2.2.4  Directly Connected Routing Table Entries

When a router interface is 

configured with an IPv4 

address, a subnet mask, and is 

activated, the following two 

routing table entries are 

automatically created:

 C - Identifies a directly-

connected network. Directly-

connected networks are 

automatically created when 

an interface is configured 

with an IP address and 

activated.

 L - Identifies that this is a 

local interface. This is the 

IPv4 address of the interface 

on the router.



6.2.2.5  Remote Network Routing Table Entries



6.2.2.5  Remote Network Routing Table Entries



6.2.2.5  Remote Network Routing Table Entries



6.2.2.6  Next-Hop Address

When a packet destined for a remote 

network arrives at the router, the router 

matches the destination network to a route in 

the routing table. If a match is found, the 

router forwards the packet to the next hop 

address out of the identified interface.

Refer to the sample network topology in 

Figure 1. Assume that either PC1 or PC2 has 

sent a packet destined for either the 10.1.1.0 

or 10.1.2.0 network. When the packet arrives 

on the R1 Gigabit interface, R1 will compare 

the packet’s destination IPv4 address to 

entries in its routing table. The routing table is 

displayed in Figure 2. Based on the content 

of its routing, R1 will forward the packet out 

of its Serial 0/0/0 interface to the next hop 

address 209.165.200.226.



6.2.2.7  Video Demonstration – Explaining the IPv4 Routing Table



6.2.2.8  Activity - Identify Elements of a Router Routing Table Entry



6.3.1.1  A Router is a Computer

There are many types of infrastructure routers 

available. In fact, Cisco routers are designed to 

address the needs of many different types of 

businesses and networks:

 Branch - Teleworkers, small businesses, 

and medium-size branch sites. Includes 

Cisco Integrated Services Routers (ISR) G2 

(2nd generation).

 WAN - Large businesses, organizations, 

and enterprises. Includes the Cisco Catalyst 

Series Switches and the Cisco Aggregation 

Services Routers (ASR).

 Service Provider - Large service providers. 

Includes Cisco ASR, Cisco CRS-3 Carrier 

Routing System, and 7600 Series routers.



6.3.1.2  Router CPU and OS



6.3.1.3  Router Memory

 RAM - This is volatile memory used in Cisco 

routers to store applications, processes, and 

data needed to be executed by the CPU. 

 ROM - This non-volatile memory is used to 

store crucial operational instructions and a 

limited IOS. Specifically, ROM is firmware 

embedded on an integrated circuit inside the 

router which can only be altered by Cisco. 

 NVRAM - This memory is used as the 

permanent storage for the startup configuration 

file (startup-config). 

 Flash - Flash memory is non-volatile computer 

memory used as permanent storage for the 

IOS and other system related files such as log 

files, voice configuration files, HTML files, 

backup configurations, and more. When a 

router is rebooted, the IOS is copied from flash 

into RAM. 



6.3.1.4  Inside a Router



6.3.1.5  Connect to a Router



6.3.1.6  LAN and WAN Interfaces



6.3.1.6  LAN and WAN Interfaces



6.3.1.7  Activity - Identify Router Components



6.3.1.8  Packet Tracer - Exploring Internetworking Devices



6.3.2.1  Bootset Files



6.3.2.2  Router Bootup Process 



6.3.2.3  Video Demonstration – Router Bootup Process



6.3.2.4  Show Version Output

Show Version Output

As highlighted in the figure, the 

show version command 

displays information about the 

version of the Cisco IOS 

software currently running on the 

router, the version of the 

bootstrap program, and 

information about the hardware 

configuration, including the 

amount of system memory



6.3.2.5  Video Demonstration - The show version Command 



6.3.2.6  Activity - The Router Boot Process



6.3.2.7  Lab - Exploring Router Physical Characteristics



6.4.1.1  Basic Switch Configuration Steps



6.4.1.2  Basic Router Configuration Steps



6.4.1.2  Basic Router Configuration Steps



6.4.1.2  Basic Router Configuration Steps



6.4.1.3  Packet Tracer - Configure Initial Router Settings



6.4.2.1  Configure Router Interfaces



6.4.2.1  Configure Router Interfaces



6.4.2.2   Verify Interface Configuration



6.4.2.2   Verify Interface Configuration

Other interface verification commands 

include:

 show ip route - Displays the contents of 

the IPv4 routing table stored in RAM.

 show interfaces - Displays statistics for 

all interfaces on the device.

 show ip interface - Displays the IPv4 

statistics for all interfaces on a router.



6.4.3.1  Default Gateway for a Host



6.4.3.2  Default Gateway for a Switch



6.4.3.3  Packet Tracer - Connect a Router to a LAN 



6.4.3.4  Packet Tracer - Troubleshooting Default Gateway Issues



6.5.1.1   Class Activity - Can You Read This Map?



6.5.1.2  Lab - Building a Switch and Router Network



6.5.1.3   Packet Tracer - Skills Integration Challenge



6.5.1.4   Chapter 6: Network Layer



Thanks!!!

Thank you for your attention!




